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Abstract

In this paper, we present a systematic literature review (SLR) on the use of envi-
ronment models in model-based testing (MBT). The objectives of this paper are to
identify what are the main characteristics of environment models, to which type
of systems and in which application domains they have been applied, as well as
what are the benefits and research challenges when using them for testing and test
generation. The SLR is performed for publications retrieved from well-known
academic publication databases in order to answer a set of research questions.
Sixty one publications have been identified and selected as primary studies on
which we performed our analysis. The results show that the environment models
are especially useful in testing systems with high complexity and nondeterminis-
tic behavior, and that they facilitate automatic test generation. However, building
environment models is not always easy due to the lack of automation and tool
support.

Keywords: environment model, software testing, model-based testing, systematic
literature review



1 Introduction

Testing is the process of executing a system with the goal of detecting possible
failures. From given specifications of a system, a set of test cases can be defined
and executed as test inputs to the system. The test outputs will be compared
with the expected outputs. The goal of testing is to obtain the confidence that
the system meets its requirements, but also that it does not preform any unwanted
behavior [80]. The testing process is an essential part of developing a system.
However, it is time consuming and costly. In order to speed up and make testing
process more efficient, different techniques and approaches have been developed.

Model-Based Testing (MBT) is a black-box testing technique that generates
tests from abstract behavioral models [79]. The models can represent either the
expected behavior of the system under test (SUT) or of its environment, or in some
cases of both. In this context the abstraction is beneficial in hiding unnecessary
details of the implementation and reduces complexity in testing. Nevertheless, it
is also essential that a test model be detailed enough in order to generate effective
test cases. Finding the right level of abstraction for the test model is one of the
challenges of MBT [80].

In recent years, the complexity of computer systems has increased signifi-
cantly and as a result testing has become more difficult. Complex systems operate
in the environments with large numbers of events and with different timings. Per-
forming a testing procedure in these systems leads to a large number of test cases
to cover all possible states of the system. Executing all possible test cases be-
comes time consuming and unfeasible. Therefore, more advance methodology
in MBT is required in order to optimize the number of test cases and reduce the
complexity of testing [44].

One technique to reduce the testing effort in MBT is to use an environment
model. Environment modeling is an activity that specifies a part of the real world,
in which the system is integrated. The process of environment modeling results
into an environment model, which captures all relevant assumptions and contains
all interactions with the SUT [54]. Environment modeling can help in dealing
with testing complex systems, since one can use environment models to generate
automatic test cases for particular behavior of the SUT. In fact, in formal veri-
fication and testing, one of the most challenging tasks is the construction of an
adequate model of the environment [25].

We searched and studied a number of papers in MBT and found that many of
them employed environment models in testing in a variety of approaches. How-
ever, we did not find any concrete study or survey which discusses about all the
approaches available for environment modeling in the context of MBT. Therefore,
we identified the need for a SLR to explain these issues.

The main objective of this SLR is to understand how an environment model
can enable MBT, to which types of systems and at which testing levels it has
been applied and what are the current problems. To our best of knowledge, this is



the first paper focusing on different approaches in environment modeling using a
SLR.

For this work, we have followed the guidelines of conducting a SLR as pre-
sented by Kitchenham et al. [S8]. We searched the papers reporting experiences
of using environment models in their work or studying the applications and tools
which automate the environment modeling process. We extract the information as
presented by the authors of the available literature.

The remainder of this paper proceeds as follows: in Section 2, we define the
research method, provide research questions, and describe the material selection
process based on the defined selection criteria. In Section 3, we answer the re-
search questions and present the data analyses from our findings. In Section 4, we
discuss validity threats and in Section 5 we provide a discussion and conclusions.

2 Research method

Many authors proposed methods for performing SLRs [19, 26, 52, 53, 58]. In this
work, we follow the approach suggested by Kitchenham and Brereton [58], based
on following steps:

- Identify the need for a systematic literature review (discussed in Introduc-
tion)

- Define and formulate research questions (Section 2.1)
- Conduct a comprehensive search (Section 2.2)

- Quality assessment (Section 2.3)

- Classify data needed for the research questions

- Extract data from each selected paper

- Summarize the study results (Section 3)

- Interpret applicability of the results (Section 4)

- Write up the results as a report

In the introduction, we clarified the importance of providing a systematic lit-
erature review in environment modeling, which is in line with the first step. In
the following sections, we show in detail how we applied the other steps and then
report the results.

2.1 Research questions

Our SLR addresses the following research questions:

e RQI: What are the characteristics of the environment models used for
model-based testing?



e RQ2: What are the advantages of using environment models in testing?
e RQ3: To which types of systems are the environment models applied?
e RQ4: At which testing levels are the environment models applied?

e RQS5: What formalism and tools have been used for testing with environ-
ment models?

e RQ6: What problems and challenges have been observed by researchers
using environment models in testing?

2.2 Search and selection process

This process includes defining search terms, selecting databases to be searched,
and defining criteria for selection. Each of them is described below.

2.2.1 Search terms

We collected a set of keywords from the research questions for searching the aca-
demic publication databases. The keywords from research questions were: “en-
vironment model”, “model-based testing” and testing”. In order to cover all
syntactic combinations, we made search strings with syntactic variations of the

keyword terms. For instance, one of the search strings is shown below:

(”environment model” OR ”environment behavior model” OR " environmental
model” OR ”environmental modelling” OR ”environment modelling” OR

“environment modeling” OR ”environmental modeling”) AND (”model-based
testing” OR “model based testing” OR testing OR test OR ”software testing”)

For each database, we changed the search string to adjust with the database in-
put formats. For instance, some of the databases do not allow conditional searches
(i.e., using Boolean AND and OR to operators) or nesting searches, therefor we
have split the sting and manually input it.

2.2.2 Sources of studies

The following electronic databases/libraries are searched using keywords defined
in the section above:

ACM digital library
IEEE Explore

Science Direct

Springer

Google Scholar



2.2.3 Selection criteria

A set of inclusion and exclusion criteria has been defined in order to collect rele-
vant studies and filter out irrelevant ones. The inclusion criteria were as follows:

1. The objective of the study should be to discuss, apply or investigate the
environment model methodologies for the purpose of testing.

2. The studies must be written in English.

3. The study should be published in a journal or conference proceeding.

4. The study should answer at least one of the research questions.

5. The study should be published between years 2000 and 2014 (September).

The exclusion criteria are:

1. The studies for which only extended abstracts were available.

2. The papers about environmental engineering or biological studies or other
studies outside the scope of software engineering.

3. Master’s theses and Doctoral monographs. We assumed that these works
have been reported and presented as conference or journal publications.

The inclusion and exclusion criteria were applied during the selection process in
parallel with reading the full papers.

The studies that are selected after the selection procedure are known as pri-
mary studies and used in the analyses. Different papers that describe the same
environment modeling approaches and have same authors are marked as /inked
papers [58]. We include linked papers in primary studies because they investigate
their approaches in different testing purposes and the results can be useful for the
analyses.

The studies with the same authors and same contribution in different publi-
cation databases are marked as repeated papers, and we only included the most
recent study or the most comprehensive study.

2.2.4 Procedure of selecting primary studies

Figure 1 gives an overview of the search and selection process. In the first round
of the search, we found 297 studies from publication database, which we selected
120 studies based on their titles and abstracts. After reading the content of these
studies and applying the selection criteria (mentioned in previous section), we
collected 63 studies.

In parallel with reading the content, we made a data extraction form in Excel
spread sheet to record details of each study. From each primary study we recorded
answers of the research questions along with other details such as year of publi-
cation, name of authors, etc. We synthesized the data for each research question
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Round 1 Initial search

297 studies

A4
Title + Abstract
selection

\ 4

Content-based

selection
63 studies
Jr
Round 2 Reference scan
(snowballing),
authors search
......................... 68 studies
\ 4
Redundancy
exclusion .
61 studies

Primary studies

Figure 1: Paper selection process

and categorized the answers. In Section 3 the frequencies of the primary studies
for each category are reported.

During data extraction, we checked all related work for each paper and marked
the relevant references. The list of the references were used in second round of
the selection.

In the second round, we read all the related references and applied selection
criteria. This round is also known as snowballing [52]. In this round we selected
five more primary studies and recorded their details in the data extraction form.

After filling the information of all primary papers, we identified linked papers.
These papers help in finding the applicability areas of environment modeling in
MBT. Hence, we included them in the primary studies. Ten groups of linked
papers are identified and marked in the data extraction form. Moreover, we found
that some of the selected studies were redundant (i.e., identical papers that we
found from different databases). Seven studies were detected as redundant papers
and removed in the last stage of the selection procedure. Finally, we ended up
with a list of 61 papers.

Table 1 presents the databases that we used for searching the studies. Each
row belongs to one database and each column represents the number of selected
papers in each step (similar to Figure 1). The redundancy exclusion column shows
negative numbers indicates the number of papers that excluded in the last step.
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The last column shows the final numbers of the primary studies from databases.

It should be noted that some of studies were found by Google Scholar whereas
they are originally from other databases. Therefore, we removed them from the
list of studies retrieved from Google Scholar. As a result, the numbers which is
shown in Table 1 is less than the actual number of papers that were found.

Table 1: The number of selected papers in each repository and in each step of SLR

Database Inmitial Title+Abs Content- Reference RedundancyPrimary

name search Selection based scan exclusion studies
selection
ACM 33 12 7 8 -1 7
IEEE Explore 125 48 25 25 -1 24
ScienceDirect 26 7 4 4 0 4
Springer 72 36 20 22 -4 18
Google Scholar* 41 17 7 9 -1 8
Total 297 120 63 68 -7 61

* After removing the studies that were published in other databases

Figure 2 shows the number of primary studies from 2000-2014 by five years
interval. It indicates that in recent years there has been more attention towards
environment modeling in testing. It may be because of the growing rate of the
complexity of computer systems and applications and subsequently the testing
process is becoming more complex and using environment models as a technique
for reducing the complexity is becoming more popular.

30
28
26
24
22
20
18
16
14
12
10
8
6
4
2
0

8

2000-2004 2005-2009 2010-2014

Figure 2: Number of primary papers by five years intervals



2.3 Quality Assessment

We independently assessed quality of each of the 61 primary studies, by a set of
questions. We used the quality assessment questions that are developed by Dyba
and Dinggsyr [28], with some changes to fit in our study. For instance, we include
lessons learnt papers to cover more range of studies.

Is the paper based on research?

Are the aims of the research understandable by the reader?

Is there a clear description of the context?

Was the research conducted properly to address the aims of the research?

A

Was there a evaluation process to compare related work or similar methods?

Was the data collected in a way that addressed the research issue?
Was the data analysis accurate?

Is there a clear statement of results?

A S RS

Is the paper applicable in industry?

10. Do the conclusions address the aims of the research?

After measuring the quality of each paper, we calculate the quality scores of the 61
primary studies. The result shows that more than 84% of the studies are evaluated
to high and very high quality.

3 Results

In this section, we present how the literature answers the research questions. We
describe the results using the criteria we discussed earlier in Section 2.2.3. The in-
formation about the characteristics of environment models (RQ1), gives a picture
of understanding the role of environment model in testing (RQ2). We then focus
more on the types of systems (RQ3) and level of testing (RQ4). Next, we make
a list of modeling formalism, tools and methodologies that are based on environ-
ment models (RQS). Finally, we look at the current limitations and challenges that
are reported by the literature (RQ6). Citations of the selected papers are given in
this section for further reading.

Figure 3 shows that out of 61 studies, 95% are empirical studies (i.e., experi-
ments on case studies). 5% were theoretical studies which are based on providing
concepts, formal definitions, methodology or references to other work.

A large percentage of the publications, 39%, comes from IEEE explore (24
papers), followed by 30% papers from Springer (18 papers). Google Scholar and
ACM have 14% and 11% respectively (8 and 7 papers). The reason that Google
Scholar has a small percentage is that we removed the studies that are originally
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Figure 4: Distribution of the primary studies in databases

from other databases. Only 7% of the papers are selected from Science Direct (4
papers). Figure 4 shows distribution of the primary studies in different electronic
resources.

3.1 RQ1 - What are the characteristics of the environment mod-
els used for model-based testing?

All primary studies, either implicitly or explicitly, presented general characteris-
tics of using an environment model in their testing approaches. Table 2 lists the
main characteristics of an environment model and their frequencies in the refer-
enced primary studies. Below, we present them in more detail:

e Specific aspects of the SUT: An environment model can be specified in such
a way that only specific part(s) of the SUT will be tested. It can contain a test
scenario (test suit) to violate certain behaviors or functionality of the SUT.
We found 12 papers that identify environment models for testing certain
part(s) of the SUT.



e Nondeterminism: Three primary studies present environment models with
nondeterministic behavior. Nondeterministic models are especially useful
in modeling the environment of systems which have continuous and unpre-
dictable interactions with their environment [29].

o Include multiple entities: Ten papers presented their work using different
environment entities, such as users, other systems, or a part of the actual
environment (i.g. temperature or the sunlight). There are two ways in spec-
ifying multiple environments in a test model: it can be defined as a single
model containing all environment interactions, or it can be defined as multi-
ple environment components. In both cases, the environment model should
capture all assumptions of the environment.

e Dynamic and static behavior: Six papers clarified that environment mod-
els can have support of dynamic and static behaviors. Static behaviors
mostly indicate what are the inputs of the environment model into the SUT
and what type of data and properties are supported by the environment
model, whereas dynamic behaviors model the interactions of the environ-
ment model with the SUT, the timing properties and the order of test inputs
base on the current outputs at the time of testing [86].

e Abstraction: As we mentioned earlier, a model is an abstract specification
of the real world. Abstraction in environment models can be achieved by
ignoring internal interactions of the SUT. An abstract model can be defined
by restricting the range of input values, omitting some functions or reducing
the time span. Creating an environment model is one of the most challeng-
ing tasks in model-checking, because the model should be precise and at
the same time abstract [81]. Six papers in our review emphasize on the im-
portance of the abstraction level of the test model when using environment
models. Utting et al. point out the different abstraction issues related to
MBT [80].

e Control of time: Nine papers showed that environment models can be used
for testing the systems with timing properties, such as real-time systems.
Environment models generate timed input traces, which can occur in the
real environment, to ensure that the system can satisfy the specified timing
properties.

e Explicit behaviors: Having separate models for the SUT and its environ-
ment has advantages in modifying each of them separately. For instance,
when environment models are used in test generation, they typically encode
test goals. Whenever test requirements change, only the environment mod-
els should be changed. Six papers argue that environment models used in
MBT have explicit nature depicting the expected behavior of the system.

9



e Source of knowledge for modeling: The source of knowledge about an en-
vironment can come from the requirements, or from the assumptions of the
test designers. The requirements are a list of the specifications that a system
must follow and need to be tested. But, when the system specifications are
not available, the assumptions of the environment can be observed from the
actual environment and then formally can be defined. From the literature,
we found that seventeen papers define their environment models from the
requirements that are provided in the documentation of the SUT. Sixteen pa-
pers explicitly claimed that they define their environment via assumptions.

Table 2: Main characteristics of environment models

Characteristics References #
Specific aspects of the [2,14,24,27,33,36,43,50,60, 63, 12
SUT 73, 77]
Non-determinism [48, 61, 76] 3
Include multiple enti- [2,15,32,39,43,46,55,57,69,76] 10
ties
Dynamic and static be- [9, 21, 25, 50, 68, 86] 6
havior
Abstraction [6,9, 12,32, 41, 45] 6
Control of time [6, 25, 27, 36, 46, 55, 68, 66, 76] 9
Explicit behaviors [9, 33, 34, 38, 43, 64] 6
Source of knowledge Requirements [13, 14, 16, 21, 24,
for modeling 36, 39, 43, 48, 45, 49, 55, 61, 63,

64, 76, 78]

Assumptions [2, 3, 4,5, 17, 32,34, 33
57, 60, 69, 71, 77, 81, 83, 84, 85]

3.2 RQ2 - What are the advantages of using environment mod-
els in testing?

Based on the MBT taxonomy illustrated by Utting et al. [80], testing of a system
using MBT consists of three main dimensions: modeling, test generation and test
execution. Based of our findings, environment modeling brings the following
benefits:

e Test oracle creation: In MBT, a test oracle is usually encoded in the test
model, and during test generation it is assigned to the generated test cases [60,
80]. Thus, an environment model is useful in automatically creating test or-
acles. Three of the primary studies discussed explicitly about test oracle
generation using environment models.
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e Automated test generation: Twelve papers present that environment models
are used to generate test inputs for the SUT during testing. It prevents the
human errors that might occur with manual testing, and reduces the time of
generating test cases. Furthermore, two papers claim that the advantage of
automating test generation can lead to a fest harness, which is a collection of
test data used to automatically run the tests and monitor the outputs [24, 56].

e Optimal test generation: In five papers, optimized test case generation is
discussed as a benefit of using environment models in testing, making the
testing process more efficient. It is caused by having support of abstraction
in environment modeling.

e Reducing the size of the state space: One of the main issues in executing
and simulation of complex models (or models with wide range of inputs)
is that the number of symbolic states that should be explored increases dur-
ing the test execution, and thus the memory of the test machine will be
fulled. This problem is known as state space explosion. Five studies re-
port that well-defined environment models significantly reduce the search
space by constraining the ranges of certain test inputs. Reducing the size of
state space can be done by defining a limited range of numbers instead of
defining a general data types, resetting the clock variables after passing the
corresponding state, or defining model invariants which limit the enabled
states at a given time.

e Early validation of requirements: Using explicit environment models can
be helpful for validating the requirements in the early stage of the system
design. They can be used to guide the simulation of early prototypes of the
SUT. Two papers explain this as an advantage of using environment models.

e Re-usability: Five papers report that with the same environment model,
different SUTs or different versions (regression) of the same SUT can be
tested. Generally, environment models will be changed relatively rarely un-
less some errors are discovered from the requirements during testing. There-
fore, the modeling efforts can be reduced by using same models in different
testing contexts.

Table 3 presents a list of studies, which show how environment models can be
useful in testing.

3.3 RQ3 - To which types of systems are environment models
applied?

In this section, we aimed to synthesis our findings in which types of systems
environment models have been used in the literature.

11



Table 3: Advantages of using environment models

Advantage References # of studies
Test oracle creation [50, 60, 80] 3
Automated test generation [9, 11, 14, 15, 24, 27, 41, 56, 12
60, 71, 73, 78]

Optimal test generation [33, 43, 49, 70, 88] 5
Smaller size of state space [63, 73, 81, 77, 85] 5
Early validation of require- [15,39] 2
ments

Re-usability [11, 12,22, 38, 39] 5

The types of systems can be divided into two categories, the systems con-
taining hardware and software, and systems which are pure software. The first
category includes different systems as introduced below:

- Real-time Systems: Systems with timing properties and activities, that
must be performed within specific timing constraints [67].

- Reactive systems: Systems with continuous behavior interacting with their
environment. A reactive system receives inputs from the environment and
based on its configurations, changes its internal states and sends the outputs
as results to the environment [59].

- Hybrid systems: Systems which combine two or more different systems.
Hybrid systems may preform both continuous and discrete behaviors [40].

- Embedded systems: Systems with dedicated design or function for a part
of hardware, dealing with the control of physical environment through sen-
sors and actuators [31].

Embedded systems can act as both reactive systems and real-time systems. Thus,
we present them in either the domain of real-time systems (for the real-time em-
bedded systems) or reactive systems (for the reactive embedded systems).

The second category is defined as follow:

- Software systems: Software applications or programs which are based on
interactions between their components, describing a system of a part of a
system [37].

The majority of the studies are in the field of testing the first category. In total,
49 papers belong to this category, whereas 10 papers targeted to software systems.
A large number of studies are on applying environment models in testing real-
time and embedded systems. Thirty-two studies present using environment mod-
els in testing time constrained systems. It is because the environment models can

12
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Figure 5: Distribution of application domains using environment models

control the timing of the SUT and also provides test cases to verify timing prop-
erties (as discussed in RQ1).

Fifteen papers used environment models for testing reactive systems, that con-
tains continuous communications with its environment. Only two studies were
found experimenting environment models on hybrid systems.

Ten papers used environment models in testing software components. When
the entire software is not complete and a component needs to be tested, then an
environment model of the whole software represents the behavior of the complete
software in order to test the component. Table 4 lists system domains which are
studied using environment models as identified in 59 primary studies.

Table 4: System domains using environment models

System domains References # of studies
Real-time & Embedded [2, 3,4, 5,9, 13, 12, 16, 22, 23, 24, 32
systems 25, 34, 36, 39, 41, 42, 43, 45, 46,

55, 56, 57, 60, 63, 64, 66, 69, 76,

82, 84, 86]
Reactive systems [11, 13, 14, 15, 27, 38, 47, 48, 49, 15

50, 68, 73, 74, 78, 83]
Hybrid systems [6, 87] 2
Software systems [18, 17, 21, 32, 61, 71, 77, 33, 85, 10

88]

As the result of synthesizing the data, we identified that 54% of the primary
studies investigate on real-time and embedded systems, 26% stud are about reac-
tive systems and 17% experiment on software developments. Only 3% of total
studies present testing in hybrid and embedded systems. Figure 5 shows the por-
tion of each application domain in form of a pie chart.

13



3.4 RQ4 - At which testing levels are the environment models
applied?

Based on our search results we could classify the papers as falling into two cate-
gories: functional and non-functional testing.

3.4.1 Functional Testing:

We categorize the primary studies based on different levels of testing by further
analysis we find in which testing purposes environment modeling process has been
applied.

Forty-three papers investigate testing with environment models at system level.
The whole SUT is modeled along with its environment, and the test cases validate
the functionality of whole system.

We found three studies that used environment models in integration testing,
which verifies that different components work properly together.

Six papers focus on unit testing with environment models. Unit testing is
mostly applied in testing software components and the environment model is spec-
ified as a model of a complete software, producing the input data for the compo-
nent.

Table 5 presents different testing levels using environment models.

Table 5: Environment models in testing levels

Testing Level References # of studies

System [2,3,4,5,6, 14, 16, 21, 22, 23, 24, 25, 27, 32, 43
34, 36, 39, 38,42, 41, 43, 46, 45, 47, 48, 49, 50,
55,60, 61, 63, 64, 66, 74,76, 78, 81, 82, 83, 84,

85, 86, 87]
Integration [57, 69, 73] 3
Unit [10, 17, 56,71, 77, 88] 6

3.4.2 Non-Functional Testing:

With further analyses, we identified that environment models are mostly employed
in some certain non-functional testing approaches.

As it can be seen in Table 6, five papers report using environment models
for testing safety and reliability of the SUT. An environment model can include
hazardous states and by generating wrong inputs, which put the SUT into hazard.
The responses of the SUT show how the system is safe against different hazardous
states.

Few studies applied environment modeling on robustness testing, which is a
crucial part of the verification process using invalid behaviors of the SUT to de-
tect errors. For robustness testing, the environment model should provide stressful

14



conditions and invalid events to check the correctness of the SUT. This is impor-
tant for testing critical systems where the behavior of the environment can not be
predicted easily.

Three studies discuss applying environment models for regression testing,
which indicates that by modifying the SUT, same environment model can be used
to check the validity of the new version of the SUT.

Table 6: Non-functional testing approaches using environment models

Testing types References # of studies
Safety testing [14, 16, 21, 57, 62] 5
Robustness testing [45, 84] 2
Regression testing [8, 15, 18] 3

3.5 RQS5 - What formalism and tools have been used for testing
with environment models?

We detected a large range of modeling languages and variety of modeling and
testing tools from the primary studies. In this section, we provide the list of the
languages and tools and their references and briefly discuss some of the most
referenced tools and explain how the environment models are defined.

The majority of the studies use the Unified Modeling Language (UML) [75]
as the modeling language. In our review, 20 papers build on UML either by us-
ing its standard behavioral diagrams such as sequence and state diagrams, or use
UML profiles such as MARTE [1], SysML [30] and MbRTE (Executable model-
based robustness testing environment) [84]. The structure of the environment is a
domain model (i.e., a model that describes all various entities and their relation-
ships) and one or more environment components. The domain model provides the
information of all relationships and properties between the components. In case
of robustness testing, it can have some hazardous states for modeling hazardous
test inputs.

Six papers present MBT approaches using Timed Automata (TA) [7]. The
tools for modeling with TA are UPPAAL, its online testing tool (UPPAAL TRON)
and Maude. UPPAAL is a model-checker which allows simulation and verifica-
tion of TA-based specifications. The environment models can be specified UP-
PAAL as deterministic or non-deterministic. UPPAAL-TRON is online testing
tool that generates test cases from the test models and execute them against the
SUT [65].

Maude is a language and system supporting both equational and rewriting
logic computation. It represents model generation rules by rewriting, instead of
describing a model directly [66]. It can be applied for modifying the timed au-
tomata.
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Table 7: Formalism and tools for environment modeling

Formalism Tools and references #
UML UML diagrams [16, 39, 38, 45, 48, 57, 60, 73, 10
85, 87]
UML/MARTE [9, 41, 42, 46, 47] 5
UML Fondue [23, 68] 2
UML/SysML [30] 1
ESML[54] 1
MDbRTE [84] 1
Timed UPPAAL [36, 43, 63, 64] 4
Automata
UPPAAL TRON][76] 1
Maude [66] 1
Event Gram- AEG [11, 12,13, 14, 15, 78] 6
mar
Petri nets TINA [2, 3, 4, 5] 4
Lutin Lurette [49, 50, 62] 3
Java BEGJ[71, 77] 2
QR QR models [6, 83] 2
TSML AUTOSAR]69] 1
Esterel Esterel[24] 1
SPIN Promela [25] 1
TML JUMBL [74] 1
Markov Markov model[21] 1
model
TTCN-3 TTCN-3 [27] 1
SLAM SLAM [17] 1
DoB Degree-of-Belief(DoB)[32] 1
BLAST BLAST([56] 1
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Six papers presented their experiments on testing with Attributed Event Gram-
mar (AEG) [14], which is built for testing real-time and embedded systems. Event
grammars are text-based and are appropriate in specifying the dynamic environ-
ment with arbitrary number of actors and events. Models based on event grammars
can be designed only for the environment or, for the environment and the SUT. It
also can contain hazardous states to assess the safety of the SUT. The environment
models can be used to automatically generate test cases.

Four studies are based on Petri Nets [35], using the TINA tool (TIme Petri
Net Analyser) [20]. TINA is a software environment for the editing and analysis
of Petri nets and Timed Petri nets. The environment models in TINA have same
properties as the models defined in UPPAAL. Similar, to UPPAAL, the environ-
ment model support non-determinism and also deterministic assumptions.



Three papers presented testing with Lutin language [72], with environment
models based on Lurette [51]. Lutin is a test-based language for specifying ran-
dom reactive behaviors, and specially developed for modeling and testing reactive
systems. Lurette is a test generator which provides random or guided test cases.

Two studies show how environment model can be designed in the Bandera
Environment Generator (BEG) [77], a tool that automates the generation of envi-
ronments for model-checking the Java programs. The tool is able to decompose
a given java program into small modules and create the environment program out
of it. Due to lack of space, we refer to the reader the overview of the remaining
languages and tools in Table 7.

3.6 RQG6 - What problems and challenges have been observed
by researchers using environment models in testing?

From all studies, we identified several studies that describe limitations and prob-
lems that occur using environment models in testing software applications or com-
puter systems.

One of the main problems that is reported when applying environment models
in case studies is that for the tests generated from multiple environment models,
multiple test adaption is needed since the interactions among the environments as
well as the environments and the SUT are usually integrated. The test adapter are
written manually and thus it is not an efficient process (i.e., in [69]).

Modeling an environment with multiple entities (modular or aspects) should
be carefully done, because it is complicated to define inter-relations among small
modules. Kishi and Noda study modular environment (context) modeling for an-
alyzing safety of their case study [57]. They emphasize on the importance of
having a strategy for defining environment modules.

Once an environment model is specified, it will be changed seldom unless
there are significant modifications in the requirements or there are some errors in
test generation during testing. Therefore, as mentioned in [14], the tests which
are derived from the environment model can be reused for regression testing. Re-
usability of the environment models is an open research question and should be
investigated.

Robustness testing by environment models is studied in a small number of
papers. However, it is still a challenge to expand the environment modeling in
complex systems and for more complicated environments [84].

4 Validity threats

There are three main threats subjected to our SLR. One is related to studies that
we might have missed in our search. Despite the fact that we followed all the
steps mentioned in systematic review process, we cannot be certain that all of
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the approaches that use environment models in MBT have been identified. Some
exclusions were made where reading titles and abstracts. However, in the second
round of the search (snowballing), we did the effort of finding all the studies that
were we did not find (or excluded) in the initial round.

Another threat is that the measurements may not be reliable. This can be
caused from lack of reliability in the searching the resources, or from the lack
of metrics of comparing and selecting the papers. We made all efforts to obtain
all published studies that are available in the databases. For each resource, we
recorded the details and the information about how and where we searched, in
order to make the search repeatable in the future. Moreover, as mentioned in the
search and selection process, we searched several different repositories as well as
books, conference proceedings and journals, where the most updated works and
tools are presented.

Moreover, judgmental errors may have happened during the classification of
the papers. We followed the classifications that are defined by the literature. Be-
sides, for each classification, we provide the referenced definition, to prevent am-
biguity.

5 Discussion and Conclusions

In this SLR, we defined research questions about environment modeling in MBT.
We searched for the keywords in different resources based on the defined inclusion
and exclusion criteria. Sixty-one primary studies are found answering the research
questions and the data are extracted and analyzed.

One of the initial conclusions is that many of the identified studies use envi-
ronment models for testing, but without discussing explicitly how the environment
models are created and the process being it. Methodological aspect of creating en-
vironment models are only discussed in a limited number of papers.

In the further analysis, we classified the studies based on different concepts:
system types and testing levels. The results show that majority of the studies
employ the environment models in real-time and embedded systems. The reason
might be that as a characteristic of the environment models, they are able to model
and focus test generation on the timing constraints of the system under test.

It was also concluded that the environment models are mostly applied for sys-
tem level testing and there are very few studies related to the other testing levels
(integration and unit testing). We argue that the reason behind this might be stem
the other main characteristic of the environment model (abstraction), which fo-
cuses on a system in abstract way and does not go into the details of the system
components or their internal communications. More work is necessary in using
environment models for testing at lower levels of the testing process.

While scanning the primary studies, we also found a few papers describing
environment models in non-functional testing approaches such as safety testing,
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robustness testing and regression testing. The approaches presented in these pa-
pers rely on the the explicit behavior exhibited by environment models which
facilitates the modeling and testing of non functional properties without modify-
ing any part of the SUT. For instance, in the context of testing safety properties,
environment models were used for modeling hazardous states which violate the
properties of the SUT.

The formalism and modeling tools used in the context of environment models
have also been presented along with their references. The results show that most
of the studies use UML or its different profiles as the base of the modeling the
environments. Timed Automata, in particular UPPAAL Timed Automata is also
a popular formalism in modeling and simulating test models with their environ-
ment. One of the advantages of using UPPAAL is that it allows the simulation
and verification of timing properties of real-time systems. Another major work
in investigating environment modeling is done in AEG, where the environment is
based on a set of event grammars and applied for safety assessment in different
case studies.

The limitations and current challenges in testing with environment models
were summarized as well. The studies report that although the environment mod-
eling helps in the automation of test case generation, yet some case test cases are
written manually. Also, the transformation from the symbolic test cases to test
scripts is still a manual process.

More research is needed to develop some statistical methods to evaluate and
analyze the applicability of environment models in MBT. As noted by Auguston,
more empirical evaluations is required in the case of large and complex SUTs with
large number of test cases automated by the environment [14].

As mentioned earlier, one of the advantages of using environment models is
reusing same models for different testing purposes. There is not enough work
practicing environment modeling in regression testing.

Re-usability of environment models in testing new versions of a software/hardware
should be experimented [39]. There are very few reports, though, about using
environment models in hybrid systems. The communications among diverse ap-
plications with environments as well as communication among the environments
themselves should be studied.

From the literature, we clearly conclude that there is still plenty of potential
for investigating environment modeling and automating test generation specially
w.r.t. non-functional testing approaches. Extensions of the current methodologies
are needed to overcome these limitations.
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