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Abstract—Heating residential spaces consumed 64 percent 

of total household energy consumption in Finland. Considering 

the heat transfer and time delay in the district heating system, 

the calculation of setpoints of supply temperature requires a 

comprehensive understanding of the real system, and 

experienced operators need to manually determine the setpoints. 

To save energy, a more effective and accurate method is needed 

for setpoints calculation. In this paper, a reinforcement learning 

based method is proposed. Through interacting with an Apros-

based simulation model, the agents learn to calculate supply 

temperature parallelly for lowering energy costs. Simulation 

results show that the proposed method outperforms the existing 

method and has the potential to address the problem in real 

factories. 

Keywords—district heating, energy consumption optimization, 

reinforcement learning 

I. INTRODUCTION 

According to Statistics Finland 2020 [1], the energy 

consumed in households amounted to close to 61 terawatt 

hours (TWh) in 2020, and 64 percent (39 TWh of energy) of 

total household consumption was used to heat residential 

spaces. The dwellings, dominated by blocks of flats, are 

mainly heated with a district heating system (DHS) [1]. In 

[2], various scenarios of the heating system development for 

a period of 20 years (2015–2035) in southern Finland were 

carried out to study the energy efficiency of buildings. And 

district heating is a significant topic when studying energy 

saving of the national energy consumption. 

Based on prefabricated pipelines, substations, and 

thermal power plants, water was chosen to be the heat carrier 

of the Finnish district heating system [3]. Considering the 

energy consumption and heat distribution losses, a wide 

variation of supply temperature levels is used [2]. The control 

system consists of four different and independent control 

systems [3]. The heat demand and flow control systems are 

located in each customer heating system and substation, 

while the heat supplier is responsible for the centralized 

differential pressure and supply temperature control systems 

[4]. 

In Finland, a heuristic-based method was adopted in 

factories. Operators manually set and adjust the supply 

temperature of the DHS. In other words, supply temperature 

settings require the full knowledge of the real DHS and 

working experience. For heuristic-based methods, since the 

principles of the process need to be studied, and engineers 

make decisions based on experience, which means precision 

and performance cannot be guaranteed. In the research field, 

the optimization-based method is popular [5], [6]. Based on 

the specific problems of district heating, variables and fitness 

functions are designed for evolutionary algorithms. Through 

iteration, the fitness function is minimized, and the best 

solution is the one that can make the fitness value close to 0 

or the desired value. For optimization-based methods, 

computation is expensive, and an accurate model of the 

process is required. Moreover, the operators need to design 

specific cost functions for optimization. 

To address the above limitations, a novel solution that can 

adaptively make intelligent decisions without manual control 

but requires less computation resource is significant for the 

supply temperature optimization of DHS. Motivated by the 

learning ability of reinforcement learning (RL), which can 

learn from trial-and-error by maximizing the reward to push 

the learning policy towards a desired performance [7], this 

paper studied an RL-based method for supply temperature 

optimization framework. 

Based on Apros platform [8], a simulation model of the 

studied DHS was built in [9]. In this paper, three state-of-the-

art (SOTA) RL methods were adopted to calculate the 

setpoint. Considering the uncertainty of the process, three RL 

methods parallelly interact with the simulation model. The 

optimal policy was selected based on the total fuel cost for 

operating the DHS. The main intended contributions of this 

paper are as follows: 

1. Given an Apros simulation model, which was built by 

fully analyzing the principles of the system, the reality 

gap between the environment and the real system of RL 

applications has been narrowed. 

2. SOTA RL methods were combined to develop a 

framework to optimize the supply temperature by 

lowering the heating costs. 

3. A reference plan from the factory was obtained to 

evaluate the proposed method, results showed the 

proposed method outperformed the existing method 

used at the case study factory. 

The rest of this paper is organized as follows. The 

applications of existing methods and SOTA RL methods in 

DHS are reviewed in Section 2. A case study, including the 



details of the simulation model, is presented in Section 3. 

Section 4 discusses the basic principles of RL and the 

proposed method. Section 5 analyzes the results of the 

proposed method. Section 6 concludes the paper and 

describes future work. 

II. RELATED WORK 

To compute the supply temperature of the DHS, 

optimization-based methods and heuristic-based methods 

have been studied. Optimization-based methods use 

mathematical optimization algorithms to compute the 

setpoints that minimize a cost function, subject to system 

constraints and operational objectives. In [10], Multi-

Objective Genetic Algorithm was used to drive reliable 

correlations for estimating the rate of heat losses from the 

twin- and triple-pipes. Su et al. proposed a Graph-Based 

Multi-Objective genetic algorithm approach for DHS to 

optimize pipe network layout and central plant positioning 

[11]. To address the problem in district energy systems 

operating at near-ambient temperatures, a particle swarm 

optimization approach was adopted to design the 

optimization framework for DHS [12]. Heuristic-based 

methods are mainly based on heuristics or rules of thumb. 

These methods are popular and adopted in factories because 

they are computationally efficient and easy to implement 

[13]. Using simplified mathematical equations, supply 

temperature can be approximated based on factors such as 

the ambient temperature, the heat loss from the buildings in 

the district, and the efficiency of the district heating system 

[14]. Heuristic-based methods are hard to provide optimal 

solutions and sensitive to the chosen heuristics. 

Optimization-based methods can provide global solutions to 

the optimization problem, but they may be computationally 

intensive and may require detailed models of the system. 

To address the above problems, RL has been studied and 

adopted in various fields, including district heating [15] and 

energy management [16]. To address the peak-shaving 

problem in district heating, RL was combined with a 

thermodynamic model and agent-based model, and this 

novel method achieved better results than the baseline [15]. 

Since wind power curtailment is inevitable in integrated 

electricity and DHS dispatch, a double-check RL was 

proposed to promote the integration of wind power by 

improving operational flexibility [17]. Qin et al. proposed a 

distributed RL-based control strategy for building energy 

optimization, compared with model productive control and 

evolutionary algorithm, the proposed method is the most 

energy-efficient [16]. To achieve distributed energy 

scheduling and strategy-making, a multi-agent RL approach 

was proposed, and an optimal equilibrium selection 

mechanism was applied to improve the performance of RL 

from benefit fairness, execution efficiency, and privacy 

protection [18]. Based on RL, a novel energy scheduling 

method was proposed to control and manage household 

energy [19]. In [20], the time delay caused by the heat 

transfer process in DHS was addressed by a memory-

augmented RL method with a dueling network structure. 

This paper studied the optimization of supply 

temperature setpoints using RL. The existing methods were 

developed based on the first principles and engineers’ 

experience, which is inefficient. According to the above 

analysis of RL applications, RL which learns from the 

interaction between the agent and its environment to form a 

policy, can be a promising tool for the studied problem. 

III. PROBLEM FORMULATION 

A. Simulation model of DHS 

The studied case is the DHS of Espoo in Finland. The 

power plant generates heat, which is transmitted to end users 

in an urban district through a network of hot water pipelines. 

Heat exchangers at the end user buildings extract the energy 

required for space heating and service water heating, and the 

cooled water returns to the power plant through separate 

return pipelines. The network can span the geographical area 

of the city, with multiple power plants and combined heat and 

power plants. 

 

 
Fig. 1. The map district heating system in Espoo. 

 



 
Fig. 2. An example of the network. 

 

Apros [8] was adopted to build the simulation model of 

the district heating system. Figure 1 shows a snapshot from 

the Apros simulator. On the left is a tree view of the model 

configuration, charts, etc. The actual model can be viewed, 

for example, on a map user interface. In it, the studied district 

heating network is placed on top of a geographical map to 

show the real-world locations of heat producers, consumers, 

pumping stations, and pipes. In the network, several heat 

producers are used to heat pressurized water, which is then 

pumped to the customers. 

Figure 2 shows a close-up of the network. There is a 

pipeline coming from the right (east, geographically), which 

branches up and later down. These branches lead to 

customers. The remaining water flows to a producer (green 

symbol), which is here used to further heat the water, then 

returns to the network. Linewidths are used to visualize the 

pipe diameters whereas the lines' color indicates its pressure 

difference, a vital parameter for the network operation. The 

black arrows indicate the supply water flow direction and 

magnitude. Finally, by hovering the mouse cursor on top of 

any component, simulated values and other useful 

information are shown in pop-up boxes. 

B. Consumption optimization 

The optimization is to adjust the temperature setpoint of 

the outgoing water at each plant (i.e., supply temperature) so 

that the fuel costs are minimized. In this paper, RL will not 

study heat storage tanks. Fuel price varies by the hour, and to 

allow timely business decisions. The optimization is not 

straightforward, due to the slow thermohydraulic phenomena 

and very large state space of the city-wide district heating 

network. As shown in Fig. 3, a 1-hour timestep is adopted, 

which means the fuel cost for operating the DHS for 1 hour 

is recorded as a reward. A simulator that captures these 

phenomena at a sufficient level of detail can be used to 

implement an environment for RL. 

At each timestep, the Apros model provides the RL agent 

with fuel costs and measurement data, which will be used for 

computing supply temperature based on the policy. After the 

Apros model receives the supply temperature, new 

measurement data and fuel costs will be obtained. The policy 

will be updated using specific algorithms (e.g., PPO [21], 

SAC [22], TD3 [23]). Since the fuel costs are minimized 

during the training process, the supply temperature can be 

considered optimized for lowering the costs. 

 

 

 
Fig. 3. Schematic of RL for supply temperature setpoints optimization. 

 

 

Environment 

(Apros model) 



IV. REINFORCEMENT LEARNING 

RL is a subfield of machine learning that trains agents to 

make decisions in complex environments rather than a static 

dataset. Based on the idea of trial-and-error, the RL agent 

learns to interact with its environment by maximizing a 

reward signal [7]. The RL process is composed of several key 

elements, including the environment and agent, states, 

actions, and rewards. 

A. Environment and agent 

In RL, the environment is the dynamic system in which 

the agent operates. It provides the agent with observations 

and rewards for its actions. The agent, on the other hand, is 

the decision-maker that takes action for the environment. The 

environment can be represented by a Markov decision 

process (MDP), which is a mathematical framework for 

modeling sequential decision-making problems. An MDP is 

defined by states, actions, a transition function that describes 

the effect of actions on states, and a reward function that 

assigns a scalar reward to each state-action pair. 

The agent's goal in RL is to learn a policy that maps states 

to actions in a way that maximizes the long-term reward. This 

is typically done using a value function, which assigns a 

scalar value to each state or state-action pair. The value 

function represents the expected long-term reward for the 

agent starting from that state or taking that action in that state. 

In this paper, the environment was built based on the 

Apros model and using the framework of OpenAI Gym [24] 

and “HTTP” connection [9]. Since the RL agent was built 

and trained on Python, and the simulation model is on Apros, 

the “HTTP” connection is used to create a channel for RL 

and Apros model to exchange the data (state, action, reward) 

for each timestep. 

B. States, actions, and reward 

In RL, the interactions between the agent and its 

environment are characterized by states, actions, and rewards. 

The state is the current situation of the environment which is 

determined by previous actions and the principles of the 

environment. The agent can take action in the environment, 

which can lead to a new situation. The reward is a scalar 

value that the agent receives after taking an action. The 

reward is determined by the reward function, indicating the 

quality of the action. 

The states, actions, and reward together form the state 

space, action space, and reward space of the MDP. State 

space defines the set of possible states that the agent can 

encounter in the environment. The action space defines the 

set of possible actions that the agent can take in each state. 

For DHS, the states are the temperature measurements at 

various stations in Espoo, the actions are the supply 

temperature for the heating plant. The reward function is 

defined as the inverse of the total fuel cost for operating the 

DHS (-1*cost). During the training process, by maximizing 

the reward, the cost is minimized. 

C. Proposed method 

This paper proposed a novel RL-based solution to lower 

the costs of the studied DHS. To address optimization 

problems in large-scale industrial processes, based on three 

SOTA RL methods, an RL framework was developed to 

provide a reliable and efficient policy for the DHS. The 

pseudocode is shown in Algorithm 1. M and N are the 

number of episodes and the number of timesteps of each 

episode. IC is the initial condition. 

In the RL framework, each method was trained separately 

to reduce uncertainty. For a real industrial process, the 

stability of the proposed method is as important as the 

performance. The proposed framework contains three SOTA 

RL methods, which can provide three available solutions. 

Depending on the actual situation, engineers could select the 

most suitable one. 

Algorithm 1—RL framework for supply temperature optimization 

Initialize RL agents (PPO, TD3, SAC) with the same setting for actor 

and critic networks, import IC to Apros, create memory to store 

information 
For i in {PPO, TD3, SAC} do 

For k=1,2,3,…,M do 

Initialize Apros model using IC 
      For j=1,2,3,…,N do 

        Observe states (s), and receive reward (r) of Apros model 

        Calculate actions (a) for Apros model 
        Update the actor and critic networks using (s,a,r) pairs 

      End for 

    Record and send the information of the training process to memory 
  End for 

End for 

Compare and choose the optimal solution from the results of the RL 
agents 

Save the optimal solution and compare it with the reference plan 

 

Each RL method has the same IC for Apros model 

initialization. Since the adopted RL methods have a similar 

framework and the same hyperparameters, to guarantee a fair 

comparison, they will be fixed. The unique hyperparameters 

will be tuned using grid search. 

V. RESULTS AND DISCUSSION 

In this paper, since the real costs cannot be disclosed due 

to confidentiality, the scaled cost is used as the indicator 

when comparing the RL methods with the reference plan. 

The formula is shown as follows: 

scaled actualC C =
             (1) 

where Cscaled and Cactual are the scaled and actual costs, μ is 

the scaling factor which is confidential and determined by the 

operators. The term ‘reference plan’ means human-decided 

setpoints for a period of one or more days, and it is the SOTA 

method of the studied case. 

Table 1 Hyperparameters of RL methods. 

Names Values Names Values 

Shared SAC and TD3 

Total steps 2000 Start step 10000 
Optimizer Adam Update after 1000 

Actor learning rate  1e-3 Polyak 0.95 

Critic learning rate  1e-3 TD3 
Activation function ReLU Act noise 0.1 

Update every 4 Target noise 0.2 

Batch size 4 Noise clip 0.5 
gamma 0.99 Policy delay 2 

Hidden nodes of nets 128 SAC 

PPO Entropy coefficient 0.2 
Clip range (ε) 0.2   

Lambda 0.98   

 



Each method was repeated 50 times with the same IC, 

and standard deviation (STD) and mean were used to draw 

the figures. Figures 4, 5, and 6 show the results of PPO, SAC, 

and TD3 (blue lines and areas), the lower and upper limits 

were computed by ‘mean-STD’ and ‘mean+STD’ (In 

statistics, the real values could go beyond the limits, see Fig. 

7). The same reference plan (orange lines) was adopted for a 

fair comparison. The hyperparameters of the RL methods are 

shown in Table 1, including the shared parameters and 

unique ones. 

As shown in Fig. 4, compared with PPO, lower costs 

were obtained by using the reference plan. The lowest cost 

of PPO is 0.72, while the highest cost of the reference plan is 

0.74. On the contrary, in Fig. 5, SAC outperformed the 

reference at over 85% of the timesteps. Moreover, in Fig. 6, 

at all the timesteps, the costs of TD3 are lower than the 

reference. Figure 7 shows the overall results, the best 

solution of each RL method was chosen for comparison. For 

PPO and reference, neither one of them can completely 

outperform the other. Either SAC or TD3 has lower costs 

than reference and PPO, but SAC outperformed TD3 at 12 

timesteps. SAC has the best performance. 
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Fig. 4. Comparison of PPO and reference plan. 
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Fig. 5. Comparison of SAC and reference plan. 
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Fig. 6. Comparison of TD3 and reference plan. 
 

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

0.40

0.50

0.60

0.70

0.80

0.90

1.00

C
o
st

Timesteps

 PPO

 SAC

 TD3

 Reference

 
Fig. 7. The overall comparison of RL methods and reference plan. 

 

Table 2 shows the mean and STD of the RL methods and 

reference plan. Compared with reference, PPO has a higher 

average cost, but the STD is lower. TD3 outperforms PPO in 

terms of mean, but it has the highest STD (0.041). Although 

the STD of SAC fails to be lower than that of the reference, 

it has the lowest cost (0.525). According to Fig. 4-7 and Table 

2, the policy of SAC is the best solution for optimizing the 

supply temperature setpoints. 

 
Table 2 Comparison of RL and reference in terms of mean and STD. 

 PPO SAC TD3 Reference 

Mean 0.679 0.525 0.543 0.673 

STD 0.024 0.030 0.041 0.030 

 

VI. CONCLUSION 

This paper proposed a novel intelligent method to 

optimize the setpoints of supply temperature in a district 

heating system. A simulation model which was built by fully 

analyzing the real process, was adopted to train the policy. To 

enhance the performance, a reinforcement learning based 

optimization framework, which consists of three state-of-the-

art RL methods was proposed. Results showed that using the 

supply temperature calculated by the proposed method can 

reduce the fuel costs for the district heating system. 



This paper is the first to study the reinforcement learning 

application for optimizing the supply temperature setpoints 

in a district heating system. This paper demonstrated that 

reinforcement learning is a promising tool to optimize the 

supply temperature setpoints. Next step, we will study RL to 

optimize both supply temperature and heat storage tank 

usage. Moreover, we will focus on developing new methods 

by considering more timesteps and improving computational 

efficiency. 
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