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A B S T R A C T   

Acid sulfate soils are one of the most environmentally harmful soils existing in nature. This is because they 
produce sulfuric acid and release metals, which may cause several ecological damages. In Finland, the occurrence 
of this type of soil in the coastal areas constitutes one of the major environmental problems of the country. To 
address this problem, it is essential to precisely locate acid sulfate soils. Thus, the creation of occurrence maps for 
these soils is required. Nowadays, different machine learning methods can be used following the digital soil 
mapping approach. The main goal of this study is the evaluation of different supervised machine learning 
techniques for acid sulfate soil mapping. The methods analyzed are Random Forest, Gradient Boosting and 
Support Vector Machine. We show that Gradient Boosting and Random Forest are suitable methods for the 
classification of acid sulfate soils, the resulting probability maps have high precision. However, the accuracy of 
the probability map created with Support Vector Machine is lower because this method overestimates the non-AS 
soils occurrences. We also compare these modeled probability maps with the conventionally produced occur-
rence map. In general, the modeled maps are more objective and accurate than the conventional maps. More-
over, the mapping process using machine learning techniques is faster and less expensive.   

1. Introduction 

Acid sulfate (AS) soils are one of the most environmentally harmful 
soils existing in nature. These soils contain sulfidic materials, which 
under oxidizing conditions produce sulfuric acid and relase metals. This 
can lead to several ecological damages. Generally, AS soils are defined as 
soils where the soil pH has dropped or may drop below 4 due to 
oxidation of sulfidic material (Pons, 1973). The lowered soil-pH leads to 
acidification of the soil and mobilization of metals (Åström and 
Björklund, 1997; Roos and Åström, 2006; Österholm and Åström, 2002). 
This potentially toxic combination often ends up in watercourses 
causing serious damages to the living water organisms (e.g. fish kills 
Hudd, 2000; Urho, 2002). This type of soil usually appears in coastal 
regions and in freshwater wetlands. The estimate of AS soils worldwide 
is approximately 500,000 km2 (Michael et al., 2017). The highest in-
cidences of AS soils are located in Australia, Asia, Latin America and 

Africa. In Europe, the largest occurrences of AS soils are in Finland 
(Andriesse and van Mensvoort, 2006). So far, the extent of AS soils in 
Finland is unclear. A first study shows up to 3,360 km2 located on the 
coastal plains (Palko, 1994), whereas a later work estimates an extent 
ranging from 480–1,300 km2 (Yli-Halla et al., 1999). Since 2009, the 
Geological Survey of Finland (GTK) has made a great effort in localizing 
AS soils areas along the coastal plains of Finland, with extensive sam-
pling and the consideration of new criteria for the classification of this 
type of soil (Boman et al., 2019). As a result, a substantial increase of the 
AS soil covered areas is expected. 

In Finland, the soil materials that form AS soils have a sedimentary 
origin, and consist of mineral and organic soil materials that contain 
sulfide minerals. Although nowadays the sulfidization continues in the 
sediments of the current Baltic Sea (Jokinen et al., 2018; Jokinen et al., 
2020), most of the sulfidic sediments were formed in the preceding 
Littorina Sea (Fig. 1) (Palko, 1994; Yli-Halla et al., 1999; Kivinen, 1950; 
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Purokoski, 1959; Erviö, 1975; Puustinen et al., 1994). After the glacia-
tion, the isostatic land uplift has led to these sediments emerging above 
the current sea level. Thus, the sediments are subjected to oxidizing 
conditions when drained by anthropogenic actions (e.g. ditching in 
agriculture and forestry). The largest areas of AS soils in Finland are 
consequently postglacial fine-grained sediments located in coastal areas 
(Fig. 1). This so called Littorina Sea area is about 51,000 km2. 

AS soils strongly affect the contamination of watercourses, agricul-
ture and its productivity, or the construction of infrastructures (Michael, 
2013). Moreover, some studies have shown that crop products (Palko, 
1986) and cow milk (Alhonen et al., 1997) in AS soil areas have high 
concentrations of some metals. This could potentially pose a high risk to 
human health. Thus, AS soils constitute one of the major environmental 
problems in some countries. In order to mitigate the possible ecological 
damages created by this type of soil, it is necessary to map the area 
covered by AS soils. At present, there are few AS soil maps as well as 
many possible AS soil areas unknown worldwide. In Finland, although 
the general characteristics of AS soils have been widely studied (e.g. Yli- 
Halla et al., 1999; Yli-Halla, 1997; Österholm and Åström, 2004; Roos 
and Åström, 2005; Edén et al., 2012a; Fältmarsch et al., 2008; Toivonen 
et al., 2013), there are less studies in AS soil mapping (Palko, 1994; Edén 
et al., 2012b). This is mainly due to the fact that traditional or con-
ventional methods, based on soil sampling and subsequent laboratory 
analysis, are very laborious and time-consuming. Nowadays, machine 
learning can be used to create maps of AS soil occurrence. Machine 
learning techniques can streamline the mapping process as well as 
improve its accuracy. Furthermore, less sampling is needed for the 
mapping (Brus et al., 2011). The use of these techniques allows the 
combination of soil observations and environmental data for the crea-
tion of soil maps. So far, several machine learning techniques have been 

applied in digital soil mapping (DSM) (McBratney et al., 2003), among 
the most used are Random Forest (RF) and Artificial Neural Network 
(ANN). In Finland, machine learning techniques such as ANN (Beucher 
et al., 2013; Beucher et al., 2015) and Fuzzy Logic (Beucher et al., 2014) 
have been used for AS soil mapping. ANN has displayed substantial 
predictive classification abilities for AS soil mapping at catchment scale 
(Beucher et al., 2013; Beucher et al., 2015), as well as promising results 
for characterizing different soil properties (Beucher et al., 2015). 
Although ANN is a suitable method, there are several machine learning 
techniques that have never been applied in AS soil mapping that could 
be more appropriate for this purpose. Thus, more advanced studies are 
required for the mapping of AS soils which represents a crucial subject in 
many parts of the world. At the moment, very few studies exist and they 
were only presenting one method. In this work, we have compared three 
different methods which constitutes a step forward on the topic. This 
comparison will enable the selection of the most suitable method for a 
precise classification of AS soils and the creation of accurate maps. 

The main goal of this work is to evaluate different supervised ma-
chine learning techniques for the classification of AS soils and prediction 
of their spatial occurrence in a catchment area located in southeastern of 
Finland (Fig. 1). The study is a binary classification of the soils into AS 
and non-AS soils. The methods analyzed are Random Forest (RF), 
Gradient Boosting (GB) and Support Vector Machine (SVM). To our 
knowledge, GB and SVM have never been used for AS soil mapping. 
Furthermore, the probability AS soil maps for the study area are created 
from these methods. Finally, we compare the AS soil probability maps 
generated by means of machine learning techniques with the conven-
tionally produced probability map in the study area. 

2. Material and methods 

2.1. Study area 

The study site is located in southeastern Finland and corresponds to 
the coastal area of Virolahti and its surroundings (Fig. 1). This area is 
part of the boreal ecosystem, and land use corresponds predominantly to 
forestry, agricultural lands and some urban areas. The total study area is 
approximately 1,091 km2, out of which ∼ 39 km2 is water (3.19% of the 
area). The Littorina Sea maximum extent is 83% of the study area (∼
905 km2). The geological basement consists almost entirely of 1.66 – 
1.60 Ga Rapakivi granite (Geological Survey of Finland, 2021a; Lehtinen 
et al., 1998). The basement is covered by glacial till and alluvial deposits 
(Haavisto-Hyvärinen and Kutvonen, 2007). The main part of the up-
permost meter in the area consists of bedrock, outcrops and block fields 
(57.66 %). The soil types are clay (16.91%), fine sand to gravel (7.21%), 
till (5.85%), thick peat deposits (4.63%), gyttja (2.01%), fine-grained 
sediment or fine silt low humus content 2–6 % (1.21%), fine silt 
(1.12%), and man made soils. A small fraction of the area is unmapped 
(0.22%). 

2.2. Soil Samples 

The soil samples or cores were collected for the national AS soil 
mapping by the Geological Survey of Finland (GTK). In the study area, 
the soil cores down to 2–3 m depth were collected using a gouge auger. 
For the locations of the soil cores a non-statistical sampling design was 
used. The sampling plan was designed to cover the landscape as evenly 
as possible with a density about 1 probe/km2, and in the way that all 
classes of soils and materials of the study area were part of the set of 
samples. For this, all sediment texture classes in quaternary sediment 
maps, anomalies and non-anomalies (EC) in airborne geophysical data 
and different positions in the topography were considered. The sampling 
density is less dense in some areas due to the restricted road network, 
and the exclusion of glacial till, bedrock, outcrops, water and man made 
soils from the sampling. Moreover, sampling was restricted to the Lit-
torina Sea maximal extent since the majority of the Finnish AS soils are 

Fig. 1. Location of the study area (red color) and the maximal extent of the 
Littorina Sea (diagonal lines), where acid sulfate (AS) soils are usually 
encountered in Finland. 
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considered to occur here (Geological Survey of Finland, 2021b; Yli-Halla 
et al., 1999; Palko, 1994). Depending on the value of soil-pH, these soil 
cores were classified into AS and non-AS soils. 

The classification of AS soils is based on the presence of specific soil 
materials such as sulfuric or hypersulfidic materials. The presence of 
these materials was indicated by pH-measurements. The field-pH was 
measured at the sampling site by inserting a pH-electrode (Hamilton 
Flatrode) directly into the soil core. The pH measurements were made 
every 20 cm for two purposes: identification of the lowest pH values in 
the soil core and the oxidation depth. A second measurement of the pH 
was made in the laboratory after 8–19-weeks of incubation of collected 
soil samples. During this oxidation period, the soil materials have the 
possibility to react under atmospheric oxygen at room temperature 
(Creeper et al., 2012). The soil cores were classified as AS soils according 
to international classification systems (IUSS Working Group WRB, 2015; 
Sullivan et al., 2010), i.e. if the field-pH was lower than 4 (indicating 
sulfuric material), and/or if the incubation-pH was lower than 4 (indi-
cating hypersulfidic material) and the pH-drop during incubation was at 
least 0.5 pH-units. 

Soil samples play a fundamental role in the creation of AS soils maps, 
both for the conventional method as well as for machine learning 
techniques. In the conventional case, the proportion of AS soil samples 
compared to the total number of soil samples for a given area determines 
the AS soil probability of that area. However, since the sampling loca-
tions were not selected through a probability sampling design, some bias 
may occur when determining the AS soil probability in the conventional 
map. In the case of machine learning methods, the soil samples are used 
for training and validating the models. 

2.3. Environmental data 

The environmental or raster data have been created from remote 
sensing data using Qgis software (QGIS Development Team, 2019). For 
this study, different types of environmental covariates have been used: 
Quaternary geology, digital elevation model, terrain data and aero-
geophysical layers. These environmental covariates are critical to 
localize AS soils, as these soils are present in some quaternary geology 
classes, they occur in flat and low-lying areas, or they can show strong 

Fig. 2. (a) Training and validation points in the study area. (b) Quaternary geology classes.  
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electromagnetic anomalies. 

2.3.1. Quaternary geology 
The quaternary geology layer is composed of 12 classes (Fig. 2 (b)). 

The quaternary geology classes can be seen in Table 1. Finnish AS soils 
are typically fine-grained (i.e., containing clay, gyttja and fine silt), but 
may in certain settings be composed of coarse-grained soil materials 
such as sand (Mattbäck et al., 2017). The original Quaternary geology 
map (1:200 000) has been produced by GTK (Korpela and Niemelä, 
1985). 

2.3.2. Digital elevation model 
The digital elevation model (DEM) has been created from airborne 

laser scanning data (i.e. Light Detection And Ranging, LiDAR data) 
produced by the National Land Survey of Finland (NLS). This layer has a 
cell size of 2 m x 2 m. Fig. 3 (a) shows the DEM for the study area. The 
DEM layer is fundamental in the detection of AS soils. In Finland, this 
type of soil typically appears in areas with an elevation below 50 m 
(Palko, 1994). 

2.3.3. Slope 
Slope is a terrain attribute derived from the DEM. This layer is in 

degrees, and has been calculated following the method of Horn (Horn, 
1981) and a vertical/horizontal ratio equal to one. The slope layer is 
represented in Fig. 3 (b), and enables locating very low-relief areas, such 
as plains, swamps and river valleys where AS soils typically occur. 

2.3.4. Aerogeophysics 
In this work, aerogeophysics covariates refer to airborne electro-

magnetic data (Airo et al., 2014). These data are very useful for the 
classification of soil materials. Aerogeophysical data were provided by 
GTK: low electromagnetic frequency (3 kHz) imaginary and real com-
ponents which were derived from high resolution low altitude airborne 
geophysics (flight altitude from 30 to 40 m and line spacing mainly 200 
m). Figs. 4 (a) and 4 (b) show the real and imaginary components of the 
electromagnetic induction, respectively. The imaginary component en-
ables detecting shallow weak anomalies (mainly related to variations in 
topsoil thickness and/or electric conductivity). Whereas the real 
component indicates anomalies originating deep in the bedrock (e.g. 
from black schists which are associated with sulfide deposits and might 
cause high metal contents in soil or groundwater Airo and Loukola- 
Ruskeeniemi, 2004). Sulfide bearing sediments yield strong electro-
magnetic anomalies (i.e., high electric conductivity values) because of 
their high contents of soluble salts (Suppala et al., 2005; Vanhala et al., 
2004), and appear as diffuse and round-shaped anomalies. Black schists 
appear as thin and elongated, high electric conductivity anomalies, 
however, they do not occur in the study area. 

2.4. Conventional AS soil probability map 

The conventional AS soil probability map of the study area was 

drawn by hand in a GIS software using all the sampled soil cores together 
with environmental and legacy data. The source materials are: 1) Clas-
sified soil cores (primary material), 2) Soil maps (1:20 000 and 1:200 
000; GTK), 3) Peat survey data (GTK), 4) Low-altitude airborne 
geophysics (GTK) including a) Imaginary component of electrical con-
ductivity (3 kHz), b) Real component of electrical conductivity (3 kHz) 
and c) Apparent characteristic resistivity of electrical conductivity (3 
kHz), 5) Terrain database of the NLS and 6) Laser scanning data of the 
NLS. The minimum extent of a drawn area was approximately 6 
hectares. 

The conventional AS soil map is represented in Fig. 5, which shows 
four different probability classes: high (98.5%), moderate (52.5%), low 
(1.7%) and very low (0%) probability of encountering AS soils. The 
calculation of the probability of encountering AS soils in a given area 
was based on the proportion of sampling points classified as AS soils 
compared to the total number of sampling points located in that area 
according to the methods used in Denmark (Madsen and Jensen, 1988). 
The extent of the conventional probability map is ∼ 905 km2, where 
2.7% of the total area corresponds to the high class, 8.7% to the mod-
erate class, 23% to the low class and 65.6% to the very low class. 

2.5. Machine learning methods 

2.5.1. Random forest 
Random Forest (Breiman, 2001) is a supervised machine learning 

technique widely used in soil science, both in prediction of soil prop-
erties (Behrens et al., 2010; Grimm et al., 2008; Lieβ et al., 2012; 
Schmidt et al., 2014; Wiesmeier et al., 2011) and classification of soils 
(Gambill et al., 2016; Teng et al., 2018; Brungard et al., 2015; Heung 
et al., 2014; Heung et al., 2016). This method is effective and gives 
predictions with high accuracy. This ensemble method is based on de-
cision trees, and makes the prediction taking into account the results of 
many decision trees, which have been created on data randomly 
selected. In this way, the overfitting is reduced. 

2.5.2. Gradient boosting machines 
Gradient Boosting Machines is one of the most powerful machine 

learning techniques for classification and regression problems. Similarly 
to RF, GB is also an ensemble method based on decision trees (Friedman, 
2001). Contrary to RF, this method generates the trees serially. In this 
way, each tree tries to improve the prediction by correcting the errors of 
the previous one. As a result, the prediction of the model improves. This 
method is beginning to be used more frequently also in soil science, 
showing promising results. So far, GB has been used for the prediction of 
soil classes (Lemercier et al., 2012) and properties (Sindayiheburaa 
et al., 2017; Tziachrisa et al., 2019; Hengl et al., 2017). In this work, we 
evaluate the abilities of GB to classify AS soils. 

2.5.3. Support vector machine 
As in the case of previous methods, Support Vector Machine is a 

supervised machine learning technique used for classification and 
regression predictions (Cortes and Vapnik, 1995; Vapnik, 1995). This 
method is widely used for binary classification. In the case of classifi-
cation, this technique tries to separate the two classes by a line, a plane 
or a hyperplane. SVM has been used in soil science for predicting soil 
classes and properties (Brungard et al., 2015; Heung et al., 2016; 
Kovačevic et al., 2010; Gill et al., 2006) and developing pedotransfer 
functions (Lamorski et al., 2008). So far, this method has never been 
used for the classification of AS soils. 

2.5.4. Model and tuning parameters 
In this study, the library used for the machine learning methods is 

Scikit-learn (Pedregosa et al., 2011) in Python (Van Rossum and Drake, 
2009). For the modeling, it is fundamental to take into account the 
parameters of the machine learning methods (Müller et al., 2016). The 
consideration of these parameters can improve the performance of the 

Table 1 
Quaternary geology classes.  

No Quaternary geology classes 

1 Bedrock 
2 Outcrops 
3 Till 
4 Fine sand to gravel 
5 Cobbles and boulders 
6 Fine silt 
7 Clay 
8 Gyttja 
9 Unmapped area 
10 Water 
11 Fine silt with low humus 
12 Thick peat deposits  
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models. As all the codes for the models have been written in Python, the 
parameters for each machine learning method are in the corresponding 
nomenclature. In the case of RF, the most important parameters are 
n estimators, max features and max depth. The n estimators is the number 
of trees of the model. In general, a larger number of trees will contribute 
to reduce the overfitting. Typical values are in the range from 10 to 
10,000, although it will depend on the dataset. The max features is the 
number of features taken into account for each split in the trees. A small 
value reduces overfitting. A typical value for classification is the square 
root of the number of features. The maximum depth of each tree is 
controlled by the max depth. This parameter can help to reduce the 
complexity of the trees. For GB, the important parameters are 
n estimators and max depth. Unlike RF, in GB a large number of trees can 
lead to overfitting. The values of max depth are quite low for GB, nor-
mally between 1 and 5. In the case of SVM, as this method is based on a 
very different algorithm, the parameters are also very different to the 
previous parameters. In this model the important parameters will 
depend on the kernel function, which can also be chosen. Most typical 
kernels are linear and radial basis function(rbf). For the linear kernel, the 
important parameter is C, whereas for rbf there are two, C and gamma 
parameters. C is a regularization parameter, which controls the 

misclassification of the samples with respect to the hyperplane that 
separates the two classes. For high values of C, the model tries to 
correctly classify all samples, while for low values, the model is more 
tolerant to the misclassification of some samples. Typical parameters for 
C are from 0.001 to 100. The gamma parameter controls the width of the 
rbf kernel, i.e., it determines the clustering of the samples. For low values 
of gamma, the radius of the kernel is large and many points are clustered. 
On the contrary, high gamma values give rise to groups where only the 
very close points are included. This can lead to overfitting. Typical 
values for gamma are from 0.0001 to 10. In the case in which both pa-
rameters have to be taken into account, a high value of gamma will 
reduce the importance of C in the model. 

For all machine learning methods, depending on the selection of the 
parameters, the results obtained with a model for a given dataset can be 
very different. For this reason, it is very important to find the parameters 
that lead to the best performance of the model. However, finding these 
parameters is a difficult task. In this work, the parameters for the three 
machine learning techniques have been selected using grid search with 
cross-validation (GridSearchCV). This method analyzes all possible 
combinations of the parameters, selecting the one which performs bet-
ter. The selection is based on the best cross-validation score. 

Fig. 3. (a) Digital elevation model. (b) Slope.  
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2.6. Data pre-processing 

2.6.1. Training and validation points 
Machine learning methods perform better when the data are 

balanced (Weiss and Provost, 2001; Porwal et al., 2003; Wei and Dun-
brack, 2013). In our case, this means equal number of AS and non-AS soil 
samples in the training set. As in the dataset the number of non-AS soil 
samples is two times larger than the one of AS soils, the non-AS soil 
samples have been randomly selected. As a result, 186 soil samples have 
been considered in this study, 93 for each class. For the modeling, the 
soil samples have been randomly split into two parts, one for training the 
model (80%) and the other for its validation (20%). Then, the training 
set consists of 148 soil samples, 74 for each class, and the validation set 
of 38 points, 19 for each class, see Fig. 2 (a) where the points are rep-
resented. The same soil cores have been used for the evaluation and 
comparison of the three machine learning methods as well as for the 
validation of the probability maps created from the models. 

2.6.2. Environmental data 
For the modeling, the five covariate layers have been pre-processed 

to the same resolution, a grid size of 50 m x 50 m. Moreover, all co-
variate layers have the same coordinate reference system, which is the 

one corresponding to Finland (ETRS89/TM35FIN(E,N)). 

2.7. Modeled AS soil probability maps 

The modeled AS soil probability maps are the maps created from the 
machine learning methods. Once the machine learning models have 
been trained with the soil cores and their corresponding values of the 
environmental covariates, they are able to predict and classify the AS 
soils. The probability maps for AS soil occurrence are generated from the 
predictions made by the models. The predictions have been calculated 
taking into account the values of the covariates for each cell of the study 
area, which has been modeled by 50 m x 50 m cells (in total 434,145 
cells). The model predicts the probability of encountering AS soils in 
each cell. The probability values have been classified in four classes, 
[0–0.25), [0.25–0.5), [0.5–0.75) and [0.75–1], which correspond to 
very low, low, high and very high probability, respectively. 

2.8. Metrics for the evaluation of the models 

In order to know if a method is appropriate for the classification of 
AS soils, different metrics can be used. We have considered the metrics 
related to the confusion matrix, which are typical metrics used in binary 

Fig. 4. Aerogeophysical covariates of the study area. (a) Real component aerogeophysics. (b) Imaginary component aerogeophysics.  
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classification (Powers, 2011). These metrics are precision, recall and F1- 
score. The precision is the percentage of samples correctly predicted for 
a given class with respect to the total number of samples predicted for 
that class. Whereas the recall or sensitivity is the proportion of samples 
correctly predicted for a given class. This metric is also known as True 
Positive Rate. For a correct interpretation of the suitability of a model, 
both precision and recall have to be taken into account. Only the 
consideration of the precision can lead to misinterpretations. The F1- 
score is a combination of the precision and the recall, and it is given 
by the following formula 

F1 − score = 2
(

precision ∗ recall
precision + recall

)

(1) 

This metric shows how the model makes the prediction for each 
class. The higher the value of F1-score, the better the model will work for 
a given class. These metrics provide enough information to determine 
the suitability of the methods. 

3. Results and discussion 

3.1. Evaluation of the machine learning methods 

In this study, three machine learning methods have been analyzed 
for AS soil mapping. The results obtained for the three methods can be 
seen in Table 2, where the metrics related to the confusion matrix are 

represented. 
In a binary classification, the suitability of a method will be deter-

mined by its ability to properly classify the two classes. As it was already 
mentioned in subSection 2.8, the precision and the recall have to be 
considered at the same time for a good interpretation of the results. High 
values of precision and recall for a given class mean that the model is 
able to predict and classify this class adequately. For RF and GB, the 
values of the precision and recall are high for both classes. This means 
that RF and GB can successfully distinguish both classes, leading to good 
results for this study. A more accurate classification is obtained with the 
GB method. The results improve between 5% and 6% with respect to RF. 

On the contrary, the results for the SVM method are very different. 
The first thing that can be observed is the difference between the metrics 
for both classes. This indicates that the model is not working properly for 
one of the classes, the AS soils. The model is able to correctly classify 
84% of the non-AS soil samples, but only 42% of the AS soils. Looking at 
the values of the precision it can be seen that only 59% of the non-AS soil 
samples predicted are actually non-AS soils. Then, the remaining 41% of 
the predicted non-AS soils are wrong. This means that although this 
method is very good for classifying non-AS soils, at the same time is 
considering a large number of AS soil samples as non-AS soils. This ex-
plains the low proportion of AS soils properly classified. As a result, this 
method overestimates the non-AS soil class. On the other hand, the high 
precision and low recall for AS soils confirm that the model hardly 
predicts this class, but is highly reliable when it does. Thus, SVM does 
not work well for the classification of AS soil samples. 

A better idea about how the model works for each class is given by 
the F1-score. For the RF and GB models, the F1-score is quite similar for 
each class. There is a difference of 2% between the classes for RF, and 
1% for GB. This balance between the classes, as well as the high values of 
F1-score, show that these models work very well for both classes. 
However, the results obtained with SVM confirm that this method does 
not perform properly for both classes. As it can be seen in Table 2, the 
values of the F1-score are very different for each class, with a difference 
of 17%. Although the F1-score for the non-AS class is good and similar to 
the value obtained with RF, the F1-score for the AS class is much too low. 
Moreover, a value of 53% for AS soils indicates that this model is pre-
dicting this class almost randomly. As a result, the predictions and 
classifications made by this model will have a considerable error, which 
will lead to AS soil maps with low accuracy. Thus, the results display 
that RF and GB are good methods for the classification of AS soils, 

Fig. 5. Conventionally produced probability map of acid sulfate (AS) soils. A high probability of encountering AS soils is indicated by a red color, whereas moderate, 
low and very low probabilities are colored yellow, blue and dark blue, respectively. 

Table 2 
Metrics related to the confusion matrix for Random Forest (RF), Gradient 
Boosting (GB) and Support Vector Machine (SVM). The classes are acid sulfate 
(AS) and non acid sulfate (non-AS) soils.  

Method Class Precision Recall F1-score 

RF non-AS 0.72 0.68 0.70  
AS 0.70 0.74 0.72           

GB non-AS 0.78 0.74 0.76  
AS 0.75 0.79 0.77           

SVM non-AS 0.59 0.84 0.70  
AS 0.73 0.42 0.53  
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whereas SVM is not valid because it is not able to classify correctly one of 
the classes. 

Previous works, where different machine learning methods have 
been compared for predicting soil classes (Brungard et al., 2015; Heung 
et al., 2016) and soil textures (Lieβ et al., 2012), have also shown that RF 
generally gives the most accurate results. In the case of SVM, there are 
some works that have obtained satisfactory accuracy for classification of 
soils using this method (Heung et al., 2016; Kovačevic et al., 2010). 
However, it should be noted that in the case of a binary classification, 
SVM separates the two classes using a hyperplane. This type of separa-
tion can be inappropriate for certain types of datasets. In our case, the 
poor results obtained with SVM for the classification of AS soils could be 
related with the type of environmental covariates used in the study. In 
general, the performance of a machine learning model depends on the 
data. Depending on the relationship between the features and the label 
or output response some machine learning models will perform better 
than others (James et al., 2013; Kuhn and Johnson, 2013). For example, 
if there is a linear relationship, linear models will fit well. However, if 
the relationship is non-linear and complex, methods based on decision 
trees such as RF or GB may perform much better than the linear models. 
It has been shown that RF performs better than the linear models when 
the relationship is non-linear (Hengl et al., 2015) or that SVM may 
outperform RF when the relationship is linear (Statnikov et al., 2008). As 
in our case RF and GB models perform better than SVM, this indicates 
that the relationship between the environmental covariates (features) 
and the AS soils (label) is complex and non-linear. 

3.2. Probability maps created from the machine learning methods 

Once the suitability of the machine learning methods for AS soil 
classification has been evaluated, we have created the modeled AS soil 
probability maps. Fig. 6 shows the probability maps for the three 
models, whereas their corresponding % of the study area for each 
probability class is represented in Table 3. As it can be seen, the prob-
ability maps created from RF and GB show greater heterogeneity than 
the map generated from SVM, where the most of the study area is pre-
dicted as low probability for AS soils. As it was already shown in the 
previous subsection, this model has problems distinguishing the AS soils, 
and tends to consider most of the samples as non-AS soils. This is re-
flected in the probability map with the overestimation of areas with low 
probability for AS soils. Other surprising thing of this method is that 84% 
of the study area is predicted as low probability and only 1% as very low. 
As this model classifies very well the non-AS soils, it was expected that 
the very low probability area was much larger. Although to a lesser 
extent, something similar occurs with the high and very high probability 
areas (Table 3). In general, the model is classifying the most of the cells 
between only two areas, those with low and high probability. This is 
another weak point of this method in the classification of AS soils. Unlike 
SVM, RF and GB predict the study area for the four different probabil-
ities areas, leading to more realistic probability maps. And as we will see 
with greater accuracy. 

Other thing that attracts attention is the linear feature showed up in 
the three maps (Fig. 6). This line appears in the aerogeophysics layers 
(Figs. 4)) and is related to power lines. The probability of encountering 
AS soils in this linear feature is very high in the map created by SVM, but 
low in the cases of RF and GB. This difference may be due to the 
importance of the each environmental covariate in the models. In the 
aerogeophysics layers, the line corresponding to the power line is giving 
information about the power line, but not of the soils in that area. This 
can lead to wrong predictions in that area if the importance of these 
covariates is very high for the model. However, the other covariates 
considered (Quaternary, DEM and slope) provide information about the 
soils in the line. Thus, if one or several of these covariates are the most 
relevant for the model, the prediction for the line will be more accurate. 

The validation of the probability maps has been done with the same 
validation points used in the evaluation of the models. These validation 

points, AS and non-AS soils, are represented in the probability maps 
(Fig. 6). The validation of the maps consists of checking if the prediction 
made by the model for the cells coincides with the validation points. For 
RF and GB maps, the percentage of validation points correctly classified 
is equal to the obtained in the evaluation of the methods (Table 2). This 
means equal recall values. However, in the case of SVM the percentage 
of validation points corresponding to AS soils correctly classified in the 
map is 37%, slightly smaller than the one obtained in the evaluation of 
the model (42%) (Tables 2 and 3). This is because the predictions of the 
model for one point and for the cell where this point is located on the 
probability map are different. Note that the prediction values for the 
probability maps are calculated for the 50 m x 50 m cells. Then, there is a 
small possibility that the prediction for a single point is different from 
the prediction made for the cell where this point is located. This 

Fig. 6. Probability maps created from the different machine learning models. 
(a) Random Forest (RF). (b) Gradient Boosting (GB). (c) Support Vector Ma-
chine (SVM). 
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situation has only been observed for this model and with one of the 
points. 

On the other hand, it is interesting to see which probability area has 
been predicted for the cells where the validation points are located. This 
can give additional information about the suitability of the models. 
Table 3 shows these results for the three methods. Although GB correctly 
predicts a greater number of validation points, RF is able to classify 
properly more points in the very high and very low probability areas. 
This can be related with the weight or importance of the environmental 
covariates in each model. For the case of SVM, the most of the validation 
points are located in the low and high probabilities areas. Curiously, 
there are no AS soil validation points classified in the very high proba-
bility area, just as there are no non-AS soil validation points in the very 
low probability area. Moreover, the number of AS soil samples incor-
rectly classified is larger than the correct ones (Table 3). It should also be 
noted that this model only predicts 1% of the studied area for the case of 
very low probability for AS soils, and however, one of the AS soil vali-
dation points is located in this area. This confirms that this method has 
problems to classify AS soils. 

3.3. Comparison between AS soil probability maps 

Once the AS soil probability maps for the three machine learning 
methods have been created, it is important to see the reliability of the 
maps. For this purpose it is convenient to analyze the predictions of the 
different probability areas for each map, and see if the modeled prob-
ability maps improve the accuracy with respect to the conventional 
probability map produced by the Geological Survey of Finland (Fig. 5). 
In order to evaluate the differences and similarities between all AS soil 
probability maps, a comparison between them has been done. It should 
be noted that the modeled probability maps have a larger size (∼ 1,091 
km2) than the conventional map (∼ 905 km2). This is due to the con-
ventional map is restricted to the Littorina Sea maximum extent. In the 
comparison only the common area between the modeled and 

conventional probability maps is considered. Table 4 shows the distri-
bution of the predicted probability areas for the common area of each 
probability map. As the four probability areas or classes are different for 
the conventional and the modeled maps, each map is represented with 
its corresponding nomenclature. The different criteria in the modeled 
and conventional maps for the probability areas is due to the probability 
being calculated differently in both cases (SubSections 2.4 and 2.7). In 
the modeled probability map, the very low, low, high and very high 
probability classes correspond to [0–0.25), [0.25–0.5), [0.5–0.75) and 
[0.75–1], respectively. In the conventional map the proportion of AS 
soils for the high probability is larger than 75%, whereas for moderate, 
low and very low it is around 50%, 10% and 0%, respectively. From the 
results shown in Table 4, one thing that attracts attention is the large 
extent of the area predicted as very low probability in the conventional 
map. This is a consequence of the method used for the calculation of the 
probability. In the conventional case, it is based on the ratio of soil cores 
classified as AS soils with respect to the total number of soil cores in a 
given area. Thus, the probability depends on the number of soil cores 
and also on the extent of the area taken into account. In the uppermost 
meter of the study area, around 58% corresponds to bedrock, outcrops 
and block fields, which was not sampled. A large part of the area clas-
sified as very low probability is located on the bedrock outcrops. Thus, 
the absence of soil cores in this area can result in an overestimation of 
the very low probability area. 

On the other hand, the area with a probability of encountering AS 
soils larger than 75% is quite similar for all the methods except for the 
case of RF, which is three or four times larger. As it was already shown in 
the previous subsection, RF is able to correctly classify more AS soils in 
the very high probability area than the other models. In general, if there 
is not a validation point, it is difficult to determinate which method 
classifies a given area correctly when the predictions are different. 
Moreover, if two methods predict a similar percentage for a probability 
area, it does not mean that these predictions match for the same areas of 
the maps. Thus, in order to obtain more information from the probability 
maps, we have to compare the predictions of each cell or pixel of the 
maps. However, it can only be done for the modeled probability maps, 
where the probability classes are the same. For the conventional map, 
the areas with very low and low probability correspond to the very low 
probability in the modeled maps, whereas the moderate area is between 
the low and the high probability areas in the modeled maps. Only the 
high probability area in the conventional map and the very high in the 
modeled maps can be compared as both represent a probability larger 
than 75%. Thus, the comparison between the conventional and the 
modeled maps is restricted to this last case. While the comparison be-
tween the modeled maps has been done for the four probability areas. 
Table 5 shows the percentage of equal predicted areas by the machine 
learning methods and their corresponding percentage for the probability 
areas. The predictions for the three machine learning methods (3 ML in 
Table 5) match for the 22% of the total common area. Most of this area 
corresponds to the low probability. Similar results in the distribution of 
the probability areas are found when SVM is compared to RF or GB. This 
is due to SVM overestimates this probability class. 

A better idea about the correctly predicted areas can be obtained 

Table 3 
Validation of the probability maps created from the machine learning methods. 
Random Forest (RF), Gradient Boosting (GB) and Support Vector Machine 
(SVM). Validation points are acid sulfate (AS) soils and non-acid sulfate (non- 
AS) soils.  

Model Probability zone % of study area Validation points    

AS non-AS 

RF Very high [0.75 − 1] 10 7 2  
High [0.5–0.75) 24 7 4  
Low [0.25–0.5) 28 2 5  
Very low [0–0.25) 38 3 8 

GB Very high [0.75 − 1] 4 6 2  
High [0.5–0.75) 17 9 3  
Low [0.25–0.5) 36 3 8  
Very low [0–0.25) 43 1 6 

SVM Very high [0.75 − 1] 3 0 0  
High [0.5–0.75) 12 7 3  
Low [0.25–0.5) 84 11 16  
Very low [0–0.25) 1 1 0  

Table 4 
Distribution of the probability areas of the probability maps for the common 
area between the different maps. Random Forest (RF), Gradient Boosting (GB) 
and Support Vector Machine (SVM).  

Methods Probability areas (%)  

very low low high very high 
RF 33 36 19 12 
GB 36 39 21 4 

SVM 0 86 11 3   

very low low moderate high 

Conventional 65 23 9 3  

Table 5 
Comparison of the predicted areas of the modeled probability maps created from 
the machine learning models. 3 ML (three machine learning methods), Random 
Forest (RF), Gradient Boosting (GB) and Support Vector Machine (SVM).  

Methods % of equal predicted 
areas 

Probability areas (%)   

very 
low 

low high very 
high 

3 ML 22 0 86 9 5 
RF & GB 59 43 35 16 6 
RF & SVM 37 0 86 9 5 
GB & SVM 40 0 85 12 3  

V. Estévez et al.                                                                                                                                                                                                                                 



Geoderma 406 (2022) 115446

10

from the comparison between the maps created from RF and GB, as both 
methods are very good in the classification of AS soils (Table 2). In 
almost 60% of the study area, the prediction of both methods matches 
(Table 5). Moreover, the distribution of the probability areas are quite 
similar to the distribution of the probability areas for RF and GB 
(Table 4). 

One of the main goals in the AS soil probability maps is the correct 
localization of the areas with the highest probability for AS soils. Table 6 
shows the percentage of equal predicted areas by different methods 
when the probability of encountering AS soils is larger than 75%. The 
comparison has been done for all probability maps, including the con-
ventional map. All methods predict a quite similar percentage (∼3) for 
this probability area except RF (Table 4). However, when each modeled 
map is compared to the conventional map, the area that matches de-
creases considerably (Table 6). For RF or GB, only around the 1% of the 
study area matches with the conventional map for this probability area. 
The worst result is obtained for SVM with only 0.5%. Although this 
result is not surprising since the SVM model performs poorly in the 
classification of AS soils. Furthermore, all modeled maps have been 
compared between them and to the conventional map (Table 6). As it 
can be seen, in all the cases analyzed the predicted area that matches 
with the conventional map is at least reduced to one third. A clear 
example is the comparison between the RF and GB maps, where the 
predictions for this probability class match for 3.5% of the total area, but 
only 1% with the conventional map. 

These differences between the predictions in the conventional and 
modeled maps are related to the way of calculating the probability. In 
the conventional case, it depends on the number of soil samples and on 
the extent of area considered. This can lead to relative results, which 
may not be realistic in some cases. Contrary, in the case of machine 
learning methods, the predictions of the probability are made consid-
ering only the values of the environmental layers for each cell (50 m x 
50 m). The probability is completely independent of the number of soil 
cores in the cell. Soil cores are only used to train and validate the models. 
On the other hand, the small size of the cells allows the creation of maps 
with larger accuracy than the conventional map, where the predictions 
are made for areas with a minimum size of 0.06 km2. 

Furthermore, one should take into account that the conventional 
map is highly subjective and strongly dependent on the person creating 
the map, while the modeled maps are objective and more easily repro-
ducible. Thus, future studies should focus on improving the machine 
learning models in order to get more accurate maps. It is expected that 
the use of more input data, both soil samples and environmental cova-
riates, will contribute to a better training of the models, leading to more 
accurate predictions. In the case of the environmental covariates, a 
variable selection of the most relevant layers for the classification of AS 
soils will be fundamental for this purpose. 

4. Conclusions 

In the present study, we have analyzed in detail the predictive 
abilities of three supervised machine learning techniques for mapping 
acid sulfate (AS) soils. The methods evaluated are Random Forest (RF), 
Gradient Boosting (GB) and Support Vector Machine (SVM). Our results 
show that both RF and GB have high predictive abilities for mapping AS 
soils. GB yields accuracies 5 to 6% larger than RF. SVM is not able to 
correctly distinguish AS soils, which makes it an unsuitable method for 
this case study. 

The AS soil probability maps created from the machine learning 
methods also show the predictive abilities of the models. The probability 
map created from SVM clearly displays the overestimation of the areas 
with low probability for AS soils. While the probability maps created 
from GB and RF are more accurate. The predictions of these two models 
match for 60% of the study area, where 3.5% corresponds to areas with a 
probability of encountering AS soils larger than 75%. Only 1% of this 
probability area matches with the conventional map. In general, the 

mapping process using machine learning methods is faster, more 
objective and accurate, and less expensive. Future studies should eval-
uate the use of machine learning methods for AS soil mapping on larger 
extents. A crucial development would also be the assessment of uncer-
tainty, for example through the use of quantile regression forest. 
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